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Large Software Projects

Mozilla Firefox contains over 
18.6 million lines of code

People submit observed failures 
in what are known as “bug 
reports”



Organizing Reports



0 + 1 + 2 + 3 + … + (n-2) + (n-1) comparisons, 

Mozilla has about 1,290,000 reports, so about                  comparisons are 
required

If you compare one report to another per second, this would take about 
26,000 years

How Long Will This Take?



Automated Duplicate Report Detection

Generate a list of 20 most similar bug reports, and 
have a developer look through that list to search 
for duplicates

Current methods have recall rates of 60-80%

But, are evaluated on small subsets of the full 
dataset
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Why is this Challenging?

Authors can use different language to describe the same issue

Many reports are of poor quality and fairly short

Numerous spelling errors hinder effective report comparisons

Many non-native English speakers are submitting problem reports



Report Comparison 
Methods

Longest Common Substring

right clicking the mouse is not working for me

clicking the help icon does not do anything for several seconds

Longest Common Subsequence

right clicking the mouse is not working for me

clicking the help icon does not do anything for several seconds
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The Vector Space 
Model
(Cosine Similarity)



How Fast are These Methods?

Test setup: 

Intel Xeon E5-2660-v3 10 core processor with 128GB of RAM
Maximizing computations to fully utilize 1 of the 10 cores

 



Graphics Processing Unit

http://www.nvidia.com/content/
tesla/images/tesla-k20-series.jpg

http://www.nvidia.com/object/what-is-gpu-computing.html



Challenges of Using 
GPUs

Fast GPU memory uses constant sized 
arrays

Total GPU memory size is only 12GB



Results
Cosine Similarity

Longest Common 
Subsequence and Substring

85.6x speedup 89.8x speedup



Summary



Continued Research

Faster runtimes will allow us 
to intelligently combine 
multiple similarity metrics 

e.g. topic modeling, 
cosine similarity, longest 
common substring, and 
longest common 
subsequence 

This addresses the 
challenge of declining 
recall rate as repository 
size increases
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